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ABSTRACT
Discoverability, the ability for users to find and execute features
through a user interface, is a recurrent problem with Voice User
Interface (VUI) design that makes it difficult for users to understand
what commands are supported by a newly encountered system.
We studied the effects of two different discoverability strategies
proposed in literature, one which provides informational prompts
automatically and one which provides help only when the user
requests it by asking ‘What Can I Say?’. Our study adopted aWizard
of Oz approach that allowed users to order food delivery by voice.
Through statistical analysis, we confirmed the beneficial nature
of both strategies, with significantly better task performance and
higher usability scores in comparison to a baseline. This suggests
designers should consider the use of a discoverability strategy in
the design of VUIs. While no significant differences were found
between the strategies, a majority of the participants highlighted
their preference for the ‘What Can I Say?’ strategy if they were to
use the VUI more frequently. Finally, we reflect on the implications
for the design of VUIs, highlighting the need to distinguish between
initial use and longer-term use in the selection of a strategy.
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1 INTRODUCTION
In the last decade, Voice User Interfaces (VUIs) have become in-
tegrated into users’ daily life with products such as Siri, Google
Home, and Amazon Echo [28]. The trend looks to increase as it is
expected that the market for VUIs alone is reach $4.61 billion by
the end of 2022 [18]. Advances in the performance of Automatic
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Speech Recognition technology and Natural Language Processing
are beginning to make it possible to perform complex tasks [21],
while potentially making the interaction feel more ‘natural’ than
using a Graphical User Interface [6, 25]. Users may even be able to
focus on other primary tasks while interacting with a VUI at the
same time [24].

However, due to the ephemeral nature of speech, discoverabil-
ity issues may hamper the usability of VUIs [19]. For example, it
may be difficult for a user to ‘discover’ what speech commands a
VUI supports, especially when a user encounters one for the first
time [8]. Recent VUIs—such as those on smart speakers—are not
accompanied by a screen that provides a visual representation or
contextual clues about available prompts [19]. Therefore, it is often
not clear to the user what the functionality or limitations of a VUI
are [14]. This issue is exacerbated by the ‘skill model’ of many
commercial VUIs, through which third-party developed extensions,
often with varying and inconsistent commands, are made avail-
able. Due to this discoverability issue, users may fail to build an
appropriate mental model about the VUI, which results in poor user
experience and potential abandonment [24], or may explain others’
findings that users “settle on what they will use the device [a smart
speaker] for on the first few days and rarely change this use” [2].

We adopt a Wizard of Oz approach [3] to simulate a VUI and ask
users to complete a reasonably complex task (involving multiple
turns) of ordering food for delivery. We implement two discover-
ability strategies identified in literature and compare their effects on
interaction. In the first case, the VUI presents the available options
automatically to users at each stage of the ordering process. In the
second case, we implement a ‘What Can I Say?’ strategy [8], but do
so in a ‘voice-first’ context. With this strategy, users must explicitly
ask the VUI ‘What Can I Say?’, and the VUI will respond with the
available options. We compare both of these strategies against a
baseline which does not offer the options to the user.

Our findings show significantly better task performance for in-
teraction with the VUI with either discoverability strategy than in
the baseline condition. Moreover, there were no significant differ-
ences in the users’ task performance for either strategy. However,
users reported that while the automatic help is useful when using
the VUI for the first time, they would prefer to explicitly request
help on demand if they used the VUI more often. We discuss the
importance of distinguishing between the initial use of a VUI from
subsequent/repeat use as a factor in the choice of an appropriate
discoverability strategy (i.e. to offer effective initial encounters and
a pleasant user experience in the longer term).

https://doi.org/10.1145/3405755.3406119
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2 RELATEDWORK
Discoverability has been described as a “fundamental challenge”
of VUIs concomitant to learnability [8], and was first described
as a usability issue for speech technology in the mid-90s [37, 38].
Prior work has claimed that users struggle to interact with voice-
based systems due to, variously, the “one-dimensional”, “transient”,
and “invisible” nature of speech [31, 33], and the “lack of visual
feedback” [38]. Problems reportedly associated with discoverability
range from struggling to discover and learn commands [32, 35], to
forgetting or misusing commands, particularly in the early stages
of VUI use [11, 17].

Our two strategies were developed in prior work. What we call
the ‘automatic’ strategy was explored by Yankelovich [37], who
described a range of techniques centred around the concept of
prompt design, which they describe as follows: “prompt design is
at the heart of effective speech interface design” to help users ”pro-
duce well-formed spoken input” [37, p. 37]. For example, “explicit
prompts” may be used to tell a user exactly what to say and “in-
cremental and expanded prompts” may be responsive to the user’s
lack of input, e.g. a system might explicitly tell the user that “the ac-
cepted speech commands are ‘replay’, ‘delete’, ‘new announcement’
(..)” [37, p. 40]. While this early work in prompt design focused on
the use of explicit prompts to help users who encounter a speech
interface for the first time, much work has since focused on pro-
viding help in response to a user’s (lack of) input, such as the body
of work around ‘software tutors’ to help with the use of dialogue
systems [cf. 16].

Moreover, more recent work has inspired what we call the ‘re-
quested’ strategy. Corbett and Weber [8] used a ‘What Can I Say?’
strategy [36] in their Mobile Voice User Interface (M-VUI) to tackle
the issue of discoverability and guide users, allowing them to ask
the M-VUI for a range of possible options. Since the functionality
of the strategy included the use of a mobile device screen, partici-
pants in the study were perhaps less affected by some of the issues
affecting VUI interaction mentioned above. The ‘What Can I Say?’
strategy was found to work well when compared with a baseline
strategy. However, participants of their study mentioned that guid-
ance should be contextual [8], which was verified in another study
by Krisler and Alterman [20].

We compare the automatic strategy as per Yankelovich’s ‘explicit
prompts’ [37] and the requested strategy employing Corbett and
Weber’s ‘What Can I Say?’ [8] approach against a baseline condi-
tion offering no discoverability support. Given the prior work has
delved into aspects of each, our concern is with comparing the task
performance and perceived usability of each approach, which we
will break down later in discussing the design of our study.

3 FEEDME VUI DESIGN
The FeedMe VUI is a Wizard of Oz-based food delivery service that
allows users to order a small number of dishes from a few local
restaurants. We chose food delivery as an exemplar of a realistic
goal-directed interaction a user might undertake with a VUI and in
which we could empirically test and measure the effects of the two
discoverability strategies in comparison to the baseline.

Herein, we describe the dialogue design and implementation of
the FeedMe VUI for our scenario.

3.1 Dialogue Design
We designed a standard conversational flow, as is typical of industry
guidelines for designing ‘conversational’ interfaces [12] and refined
this flow through multiple internal iterations as part of our design
process. Figure 1 represents the stages users have to complete to
place an order for food delivery in FeedMe. Summarily, the ordering
process starts with a short introduction to the user, after which they
are asked which cuisine they would like to order. Following this,
the user follows a linear process of choosing a specific restaurant,
then course (starter, main, dessert, or drink), then dietary option
(meat or vegetarian), and then, finally, the dish, which is added to
their basket. After this process, they can return to choosing another
course or review their basket and then checkout.

We pre-scripted responses for the Wizard for each stage of the
experience, taking into account the two proposed discoverability
strategies. For the automatic strategy, FeedMe provides the partici-
pant explicitly with all the options that are available at each stage
in the process. While this strategy provides the most guidance, it
contains the longest prompts and thus will lead to an extended
interaction with the VUI. The requested strategy provides the par-
ticipants with the same information as the automatic strategy, but
only if the participant asks for it using a request such as ‘What
Can I Say?’. We allowed for flexibility in how users construct this
request in our script, although opted not to recognise requests with
additional detail in them. For example, a user request for ‘What
Pizza is on the menu?’ should not be considered a proxy for ‘What
Can I Say?’. Table 1 lists all accepted alternative formulations for
the request for available options.

By contrast, the baseline condition provides no guidance to the
user—automatically or upon (initial) request—and participants must
anticipate the available commands. However, so as not to stall
progress in a study (i.e. to introduce a ‘dead-end’), we provide the
same guidance as the two other conditions should a participant
make more than two errors at the same point in the flow. This
avoids breakdowns in interaction between the user and the VUI,
although we still chose to record these incidents as failures.

We chose to consider common synonymous terms and abbrevi-
ations as equivalent, e.g. ‘veggie’ as equivalent to ‘vegetarian’. In
order to decide if an utterance would be valid, the Wizard imitates
and evaluates how a system might respond, for example, it might
match the phrase ‘not meat’ as equivalent to ‘vegetarian’.

To ensure consistency throughout the conversational flowwithin
each condition and across all three conditions, we constructed
each interaction using a series of complementary ‘building blocks’.
Depending upon the condition and user action, there were four
types of ‘VUI response’ for the Wizard to deliver to the participant

Table 1: Accepted variations of ‘What Can I Say?’

Acceptable request

What can I say?
What can I do?
What is available?
What do I do now?
What are the options?
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Cuisine Restaurant Course Dietary option Dish Basket CheckoutIntro

Figure 1: The eight stages to ordering food using the FeedMe VUI

at each stage. These were a question, help information, confirmation
of the user’s action, and an error message. For example, when the
participant is at the cuisine stage in the conversational flow, the
Wizard can select from the following building blocks to construct
the response on the fly:

Question (Q) e.g. What would you like to eat?
Help (H) e.g. Please choose one cuisine. You can say Italian,

American or Japanese
Confirmation (C) e.g. You decided to order Italian
Error (E) e.g. Sorry, I did not understand what you said

Using these four blocks, we could construct the dialogue for each
condition and for each stage of the conversational flow. In the
automatic condition, participants always receive the question and
help prompt. In the requested condition, participants receive the
question, and additionally the help prompt if they make an accepted
request for the options (see Table 1). In the baseline condition,
participants only receive the question. In each condition, the VUI
confirms the user input before moving on to the next stage in the
conversational flow (see Figure 1). ‘Incorrect’ input is responded
to with an error message followed by a repetition of the question
(and the help message in the automatic condition). Table 2 presents
examples of how the dialogue would unfold for one step and how
the building blocks are used in the three different conditions.

Shortcuts have been proposed to allow the user to move faster
through the VUI dialogue flows and as being essential for expe-
rienced users [7, pp. 205–215] (these are akin to accelerators in
usability heuristics [26]). However, given our study premise, we
opted to not allow for accelerators in the design since no experi-
enced users will have encountered the VUI previously. Furthermore,
this would introduce more complexity for the Wizard to imitate
the technology.

All confirmations written in the design FeedMe are explicit.
Pearl [27] highlights that this could lead to over-confirmation and
be perceived as annoying by users. However, to make the experi-
ence consistent and to decrease complexity for the Wizard, we only
designed our flows with one confirmation method in mind.

3.2 Implementation
We implemented our VUI using software for Wizard of Oz experi-
ments [29]. Recent work in HCI has adopted similar approaches [22,
31] and with speech interaction research in particular [36] to en-
able realistic interaction with a voice-based interface without the
need to implement the ‘intelligent’ elements of a system [9]. These
elements are operated by a researcher, who is the ‘Wizard’. Fraser
and Gilbert [13] established three requirements that should be met
for a valid Wizard of Oz study:

(1) The simulated idea itself should be feasible
(2) The behaviour of the future system should be known
(3) Users have to believe that they are interacting with a real

system

In the case of FeedMe, both the idea of food delivery and the
strategies for discoverability are implementable in an interactive
system (we merely chose not to implement them here) and the
bounds of the future system are known and we specify them below.
To maintain the realism of the system, the audible response from
the Wizard was generated using a text-to-speech interface in real-
time. Simulating the speech recognition and response generation
has the advantage that voice recognition errors can be minimised
and information can be collected about ‘lexicon, grammar, or dia-
logue’ [13, 34] rather than a mistake in utterance performance.

During the user study, the Wizard enacts the role of an au-
tonomous system and deliver prompts to the user through the
custom software. The Wizard would listen to the participant’s audi-
ble response, and then choose the next appropriate commands from
an interface displaying all pre-programmed responses. Additionally,
the system allowed the Wizard to send a custom message should
one be needed. In our approach, we chose to simulate the natural
language processing and understanding, and dialogue management
of the presented system. As a result, the Wizard was responsible for
maintaining the state of the experiment and participant’s activity
with the VUI, including the condition, stage in conversational flow,
and prior menu choices.

While performing the tasks, the generated speech output was
also displayed as text on a screen facing the participant. Given the
potentially long menu choices available for participants at certain
points of the ordering process, it was decided to use a screen with
a written version of the spoken dialogue as a reference for partici-
pants, in a similar fashion to how some commercial products such
as the Amazon Echo Show perform. This allows us to minimise the
risk of recall being a factor in participant performance.

We conducted two internal pilot studies to test and refine both
the design and implementation of the VUI. We further used this
process to develop the Wizard’s competency and experience in
running the studies, allowing for greater consistency during the
experiment across participants.

4 THE STUDY
We conducted a repeated measures study, where each participant
experienced two experimental conditions (corresponding to the
two discoverability strategies, automatic and requested) and a con-
trol condition (baseline) following a counterbalanced design. The
baseline–where no discoverability strategy is implemented—is used
as a reference point for the two discoverability strategies.

Based on the existing literature, we hypothesised that partici-
pants may achieve better task performance within the discoverabil-
ity strategy conditions. We measured task performance as defined
by the following four dependant variables: completion time, errors
per task, turns per task, and number of completed stages. Addition-
ally, we were interested in how participants reflect upon the expe-
rience of the two discoverability strategies and hypothesised that
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Table 2: Example dialogue snippet by discoverability strategy / condition with building blocks

Automatic Requested Baseline

FeedMe:What would you like to eat? [Q] Please
choose one cuisine. You can say Italian, American
or Japanese. [H]
User: Can I get Italian then please?
FeedMe: You decided to order Italian. [C] The
three best Italian restaurants in your area that
are currently open are ’Mister Pizza’, ’The Porter
Pizza Company’ and ’Pizza Franco Delivery’.
Please choose a restaurant or choose another cui-
sine. [H] (continues. . . )

FeedMe: What would you like to eat? [Q]
User: Hm [. . . ] What can I say?
FeedMe: Please choose one cuisine. You can say
Italian, American or Japanese. [H]
User: I would like to get Italian.
FeedMe: You decided to order Italian. [C] From
which restaurant would you like to order? [Q]
(continues. . . )

FeedMe: What would you like to eat? [Q]
User: Can I get Greek please?
FeedMe: Sorry, I did not understand what you
said. [E] What would you like to eat? [Q]
User: What can I say?
FeedMe: Sorry, I did not understand what you
said. [E] What would you like to eat? [Q]
(continues. . . )

they would assign both strategies a higher usability score in com-
parison to the baseline condition, as the lack of help in the baseline
condition might lead to frustration. We will verify this by making
use of the System Usability Scale [4] (SUS), a verified questionnaire
used within HCI for examining the usability of systems—including
voice interfaces [15]—that produces a score between 0 and 100 (100
being the most ‘usable’). Therefore, we tested the following five
hypotheses:

HA The completion time for tasks with discoverability support
is significantly lower than the baseline

HB The number of errors per task is significantly lower for
tasks with discoverability support than the baseline

HC The number of turns per task is significantly lower for
tasks with discoverability support than the baseline

HD The number of successfully completed stages is greater for
for tasks with discoverability support than the baseline

HE The perceived usability of the VUI with discoverability
support is greater than the baseline

Completion time is calculated as the duration to complete the
task from the Intro stage to the Checkout stage (see Figure 1). Par-
ticipants have to add two dishes to their basket before then using
the ‘checkout’ command to complete the task. We also count the
number of turns per task. A ‘turn’ is understood in the conversa-
tional sense, e.g. as a complete utterance by the user addressed at
the VUI, or a prompt generated by the VUI [27].

Through the study we also explore how the two discoverability
strategies compare in the users’ experience. Since the prompts
produced by the automatic strategy are longer, we suppose this
might have a negative effect on perceived usability (e.g. due to
annoyance). However, as Pearl describes, users are more likely to
accept a longer duration of interaction if they feel in control or
are progressing [27, pp. 198–199]. Since the requested condition
gives users the possibility to retrieve help on demand, this could
potentially lead to higher satisfaction even though the strategy
might be less efficient as it is likely that more turns will be required.

4.1 Participants
We recruited participants via social media and word-of-mouth from
the university, i.e. we adopted a convenience sampling approach.
Since users of voice interfaces represent a large and growing part
of the population and do not own specific characteristics, we did

not define specific sampling criteria. We conducted all studies in
a pre-configured usability lab at the university. Figure 2 shows
an experiment in progress, with the Wizard sitting on one side
of a divider screen with the participant on the other. A total of
18 participants were recruited. We recorded participants using an
audio recorder to derive the metrics to test our hypotheses.

Figure 2: Experimental setup (L: Wizard, R: participant)

4.2 Procedure
The study was approved by the university’s School of Computer
Science Research Ethics Committee. Participants completed an in-
formed consent process, after which a short contextualising semi-
structured interview was undertaken. Participants were then given
the task of using the FeedMe VUI to order a food delivery using a
cuisine of their choice. Each participant used the VUI to complete
the same task three times (once for each experimental condition),
completing a SUS questionnaire after each condition.We counterbal-
anced the conditions across participants to avoid order effects [10].
Each experiment concluded with a short feedback session, reflect-
ing on their perceptions of the VUI and discoverability strategies. In
total, each experiment took approximately 45 minutes to complete.

At the start of each experimental condition, or ‘task’, participants
were provided with a printed handout that contained instructions
for the task, i.e. that they must use the VUI to order two dishes and
to remind them that they could use the ‘What Can I Say?’ request.
We also asked participants to choose a different cuisine in each
condition to avoid recall of prior choices.
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(a) Time per task (b) Errors per task (c) Turns per task (d) Completed stages

Figure 3: Boxplots of task metrics indicating significance level < .05 as * and < .01 as ** (error bars represent means ±1SD)

5 RESULTS
We now present statistical analyses to test our five hypotheses. As
mentioned, we operationalised participants’ performance in terms
of the time to complete each task, the number of errors they made
per task, the total number of turns per task, and the number of
completed stages. A task consists of placing an order of two dishes
for a type of cuisine in a given condition. The boxplots in Figure 3
present the mean results by condition.

Through our interviews, we confirmed that all of our participants
had experience with using VUIs, and six participants owned smart
speakers (e.g. such as an Amazon Echo or Google Home) with their
use ranging from once or twice a month to daily. There was a
varying frequency with which the participants use food delivery,
from rarely to ten times a month.

5.1 Time per task
We first consider the overall completion time per task by condi-
tion. We conducted a one-way repeated measures ANOVA to deter-
mine if discoverability strategy had a significant effect on task time.
Mauchly’s Sphericity indicated that the assumptions of sphericity
had been violated, therefore the data was transformed using re-
ciprocal transformation before running the ANOVA. The results
show that there is a statistically significant difference (𝐹 (2, 34) =
11.122, 𝑝 < 0.005).

Participants took the least amount of time per task in the auto-
matic condition, followed by the requested and then the baseline
condition. Post-hoc tests using the Bonferroni correction confirm
that there was a significant difference for the automatic condition
compared to the baseline condition (` = 57.14, Bonferroni, 𝑝 < 0.01).
However, there was no significant difference between the auto-
matic and requested conditions (` = 23.81, Bonferroni, 𝑝 > 0.05) or
between the requested and baseline conditions (` = 33.33, Bonfer-
roni, 𝑝 > 0.05).

We partially reject the null hypothesis HA,0 and conclude that
the completion time is significantly smaller for the automatic con-
dition only, in comparison to the baseline condition.

5.2 Errors per task
We counted the number of times participants said something that
was not a valid ‘utterance’ at their current stage. Across all par-
ticipants, there were 6 errors made in the automatic condition,

in comparison to 52 errors in the requested condition and 151
errors in the baseline condition. In terms of the number of er-
rors made by participants per task, the resultant data did not con-
tain a homogeneous variance (including post-transformation), and
thus was not normally distributed. Therefore we employed non-
parametric testing. A Friedman test confirmed a statistically signifi-
cant effect of discoverability strategy on the number of errors made
(𝜒2 (2) = 22.909, 𝑝 < 0.01).

Based on the number of errors during the performance of the task,
the automatic condition had the fewest (𝑚𝑑𝑛 = 0.00,𝑚𝑒𝑎𝑛 𝑟𝑎𝑛𝑘 =

1.33), followed by the requested (𝑚𝑑𝑛 = 1.00,𝑚𝑒𝑎𝑛 𝑟𝑎𝑛𝑘 = 1.83)
and baseline (𝑚𝑑𝑛 = 8.00,𝑚𝑒𝑎𝑛 𝑟𝑎𝑛𝑘 = 2.83) conditions. Pairwise
comparison of mean rank scores shows that the participants of the
study performed significantly better using the automatic condition
in comparison to the baseline condition (Dunn, 𝑧 = −1.500, 𝑝 <

.001). They also performed better in the requested condition in
comparison to the baseline condition (Dunn, 𝑧 = −1.000, 𝑝 < .01).
There was no significant difference in the number of errors between
the automatic and requested conditions.

We reject the null hypothesisHB,0 and conclude that the number
of errors is significantly lower for both discoverability strategies in
comparison to the baseline condition.

5.3 Turns per task
For the number of turns performed in each task, the automatic con-
dition had the fewest turns per participant (𝑚𝑑𝑛 = 9,𝑚𝑒𝑎𝑛 𝑟𝑎𝑛𝑘 =

1.00). This was followed by the requested (𝑚𝑑𝑛 = 16.5,𝑚𝑒𝑎𝑛 𝑟𝑎𝑛𝑘 =

2.31) and baseline conditions (𝑚𝑑𝑛 = 20.5,𝑚𝑒𝑎𝑛 𝑟𝑎𝑛𝑘 = 2.69). A
Friedman test confirms a statistically significant effect of discover-
ability strategy on the number of turns taken by a participant to
complete the task (𝜒2 (2) = 28.761, 𝑝 < .01).

Pairwise comparison of mean rank scores show significantly
fewer turns were taken in the automatic condition, both when
compared to both the baseline (Dunn, 𝑧 = −1.694, 𝑝 < .001) and
requested (Dunn, 𝑧 = −1.306, 𝑝 < .001) conditions. However, there
was no significant difference for the turns per task between the
requested and baseline conditions.

As such, we partially reject the null hypothesis HC,0 and con-
clude that the number of turns is significantly lower for the auto-
matic condition in comparison to the baseline condition, but not
for the requested condition.



CUI ’20, July 22–24, 2020, Bilbao, Spain Kirschthaler et al.

5.4 Completed stages
We counted stages as successfully completed when a participant
stated a valid command as per the Wizard’s heuristics as explained
above (Figure 1 depicts the stages). Each stage had to be completed
in fewer than three attempts and if a participant failed their third
attempt (i.e. they made three errors in a row) the stage was counted
as ‘failed’. The participant would then be moved on to the next
stage by the Wizard. A completed task consisted of up to 9 stages
(not counting the Intro), with each stage occurring once, except
for the Dish and Basket stages, which occurred twice due to the
requirement of ordering two courses. Thus, there were 162 stages
per condition across all participants. In total, there was just 1 failed
stage for the automatic condition across all participants, compared
with 18 for the requested condition (18/162 = 11%) and 50 for the
baseline condition (50/162 = 31%). For the requested condition, 2
participants who did not use the ‘What Can I Say?’ command at
all, producing 9 failed stages, while the other 9 were spread across
participants who may have forgotten the command during one
stage, but then used it later on in the experiment condition.

In terms of the number of stages successfully completed, the
automatic condition (𝑚𝑑𝑛 = 9.00,𝑚𝑒𝑎𝑛 𝑟𝑎𝑛𝑘 = 2.69) was similar to
the requested condition (𝑚𝑑𝑛 = 9.00,𝑚𝑒𝑎𝑛 𝑟𝑎𝑛𝑘 = 2.14), with par-
ticipants performing worse in the baseline condition (𝑚𝑑𝑛 = 4.00,
𝑚𝑒𝑎𝑛 𝑟𝑎𝑛𝑘 = 1.17). A Friedman test identified a statistically signifi-
cant effect of discoverability strategy on the number of completed
stages (𝜒2 (2) = 24.603, 𝑝 < .01). Pairwise comparison of mean rank
scores shows that participants performed significantly better both
in the automatic (Dunn, 𝑧 = 1.528, 𝑝 < .001) and requested condi-
tions than in the baseline condition (Dunn, 𝑧 = 0.972, 𝑝 < .005).
There was no significant difference in the number of completed
stages between the automatic and requested conditions.

Therefore, we can conclude that discoverability strategy has a
significant effect on the number of successfully completed stages,
thus we reject we HD,0.

5.5 Perceived usability
Finally, we turn to examining the perceived usability of each con-
dition, calculated by means of the SUS questionnaire. We also use
the feedback session to contextualise this subjective quality.

The SUS score for each condition is calculated as the mean score
awarded by each participant. Each participant scores questions
using a 5-point Likert (graded 1–5) scale, with half of the questions
denoting positive qualities and half denoting negative qualities. 1 is
subtracted from the value given to the positively framed questions,
and the score for the negatively framed question is subtracted
from 5. Each score is then combined and multiplied by 2.5. The final
SUS score is a “composite measure of the overall usability” between
0 and 100 [4] (experience shows scores of 68 to be average for many
systems [23]), and presented as amean across all participants’ scores
by condition.

As presented in Figure 4, participants gave the highest scores
in the automatic condition (𝑚𝑒𝑎𝑛 𝑟𝑎𝑛𝑘 = 2.75), followed by the
requested condition (𝑚𝑒𝑎𝑛 𝑟𝑎𝑛𝑘 = 2.19), and then the baseline
condition (𝑚𝑒𝑎𝑛 𝑟𝑎𝑛𝑘 = 1.06). A Friedman test confirms a sig-
nificant effect of discoverability strategy on perceived usability
(𝜒2 (2) = 28.866, 𝑝 < .01). Pairwise comparison of the mean rank

scores shows that the participants gave a significantly higher score
both for usability in the automatic condition than in the baseline con-
dition (Dunn, 𝑧 = 1.694, 𝑝 < .001) and for usability in the requested
condition than the baseline condition (Dunn, 𝑧 = 1.139, 𝑝 < .01).
There was no significant difference between the automatic and the
requested conditions.

Therefore, we can reject the null hypothesis HE,0 and conclude
that perceived usability is greater when a discoverability strategy is
available to users.

During the feedback session, we asked participants about their re-
flections on the study and the discoverability strategies. We did this
by asking a number of questions about their opinions, and collat-
ing/tabulating the results. Despite the scores awarded through the
SUS questionnaire, 12 participants said they would prefer to request
help on demand if this was a VUI they used more frequently. When
asked, the reasons provided were variations on the statement that
it would give them the flexibility to only ask for more information
when needed although most stated they preferred the automatic
strategy for the initial use of the VUI. Participants also flagged the
long duration of the interaction as an issue. Some suggested ‘short-
cuts’ could help to skip ‘unnecessary’ stages such as the dietary
options [7, pp. 205–215] and others suggested ‘barge-ins’ [31] to
enable users to interrupt the system flow. For the sake of simplicity
and consistency across studies, we did not allow participants to
interrupt the VUI (i.e. the Wizard) during use, however, neither
discoverability strategy included would preclude such an adoption.

5.6 Order effects
We employed counterbalancing in order to ensure that potential
order effects could not have affected our overall results as presented
above. However, given the relation between discoverability and
learnability established in the literature, we now examine the po-
tential effects of condition ordering on participant performance
as if they had not been counterbalanced. Examining mean task
time and numbers of errors per task, we identify that had we not

Figure 4: Boxplot of SUS scores indicating significance level
< .01 as ** (error bars represent means ±1SD)
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counterbalanced, it is likely that there would have been an effect
on task performance. As our study had 18 participants and was a
within-subjects design, each condition was in each position 6 times.
Table 3 presents the mean time to complete a task and the mean
number of errors for each condition based on its position in the
ordering of conditions.

Table 3: Mean completion time and number of errors for each
condition, based on its position

Mean time/task (s) Mean errors/task
Position 1st 2nd 3rd 1st 2nd 3rd

Automatic 160.33 152.67 131.33 0.67 0.00 0.33
Requested 231.67 161.17 164.00 5.00 1.50 2.17
Baseline 258.33 252.50 191.67 10.83 8.00 6.33

On average, participants performed worst in the first condition
they faced, regardless of which one it was. The completion time for
the automatic and baseline conditions decreased for each following
position (for the requested condition there was a slight dip from
second to third position). The decrease in the baseline condition
(25.80%) was larger than for the automatic condition (18.09%). This
makes sense considering that learning effects are probably greater
for the baseline condition, in which no discoverability help is pro-
vided. The completion time in the requested condition decreased by
31.67% from the first to the second position, and thereby had the
largest positional improvement out of the three conditions.

In terms of the number of errors, the first condition faced always
had the highest number of errors made by participants. For the
automatic condition, the number of errors was 0.33 ± 0.33 (the
overall mean for this condition was 0.33 across all positions). In both
the requested and baseline conditions, there was a decrease in the
number of errors between when either condition was first to when
it was third. For the requested condition this was a 56.60% decrease
(although there was a slight increase from second to third position
again), and for the baseline condition it was a 41.55% decrease. As
above, this suggests that participants’ performance was worse when
they used the FeedMe VUI without either discoverability strategy
first (although, as confirmed above in 5.2, the number of errors
was significantly higher in the baseline condition irrespective of its
position).

The overall decrease in completion time and the number of errors
from the first to third position irrespective of condition suggests
that participants’ performance improved over time, and that order
effects may have affected the results had we not counterbalanced
the condition ordering across participants,. Of course, we note the
caveat that these observations are merely indicative as they are
based on descriptive statistics only, but nevertheless suggest that
participants seemingly improved their use of the FeedMe VUI across
both discoverability conditions and the baseline condition.

6 DISCUSSION
We now discuss our results further in terms of how the discoverabil-
ity strategies compared to the baseline, the trade-offs between the
discoverability strategies, and what this might mean for designing
VUIs that take into account the experience level of the user.

6.1 Discoverability strategies vs. baseline
Participants in both conditions with a discoverability strategy made
significantly fewer errors, completed significantly more stages of
the ordering process, and perceived the usability as significantly
better than in the baseline condition. These results suggest that the
implementation of either discoverability strategy is preferable to
not providing any discoverability support.

Participants in the automatic condition also took significantly
less time and fewer turns per task than in the baseline condition,
while the difference for the requested condition to the baseline
was not significant. It is notable that although the automatic help
prompts did mean the initial prompt at each stage of the ordering
process took longer (by virtue of the Wizard simply delivering
more content), the overall time taken was the shortest. However,
we would caution against the conclusion that these results suggest
that the automatic strategy is generally preferable to the requested
(‘What Can I Say?’) one, as further discussed in the following.

6.2 Automatic vs. requested discoverability
strategy

Turns per task was the only metric for which we found a statistically
significant difference between the two strategies. Users of the ‘What
Can I Say?’ strategy take significantly more turns to interact with
FeedMe than users of the automatic strategy. However, this is ‘by
design’ as the interaction necessitates further requests by the user.
More turns did not, however, lead to a significant difference in
the overall task duration between the strategies. Arguably, the
‘What Can I Say?’ strategy provides for greater interactivity, and
by extension potentially for greater engagement—at least when
measured in turns taken.

However, it appears that simply comparing the two strategies
based on our results to answer the question as to which strategy
is more suitable would miss issues arising from longer term use.
The crux of the issue is echoed in statements made during the
feedback session that participants would prefer the ‘What Can
I Say?’ strategy when using the VUI more frequently. While our
study was specifically about initial use, and not set up to investigate
longer-term use, it is still worthwhile discussing the issue here.

6.3 Designing for initial vs. longer-term use
The need for explicit discoverablity support diminishes with greater
use. This has long been acknowledged in the literature: “the more
users interact with a system, the more likely they are to know what
to say” [37, p. 43]. It is thus not surprising that our participants in
the feedback session did orient to the perhaps superfluous level of
detail the automatic strategy would afford for experienced users.
Clearly, experience is an important factor when considering which
strategy to use, and when. Our exploration of potential order effects
showed performance increases over time and suggests that learning
is taking place during initial use.

It makes sense then, that discoverability has been pegged as an
aspect of learnability [8]. It strikes us as a clear contribution of our
work that the need for discoverability support changes—potentially
quite drastically—from first-time use to subsequent use thereafter.
VUI designers should consider adapting the discoverability support
they provide to the experience level of the user. Although just how
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this should be done ultimately calls for more research to be sure,
and we can here merely provide some suggestions.

Adapting discoverability could be done by amending scripted
conversational flows with varying levels of help-giving (e.g. “you
can say.../your options are...”). The choice of discoverability strat-
egy could be based on various metrics, ranging from system data
about the user (e.g. if a newly bought smart speaker or installed
Skill [1]) to more dynamic features such as utterances made by
a previously unrecognised voice or the numbers of errors over a
period of time. This would pivot the design of conversational inter-
faces from pre-scripted flows to include elements associated with
‘situated’ approaches and ‘conversation-sensitive’ design [5, 30].
Moreover, sporadically informing the user of available options could
be used to address issues of users not exploring (new or different)
VUI features over time [2] as users settle on a subset of interactions
they know how to use. This has the potential to change discover-
ability from just a strategy to support novice users to one which
can enhance users’ longer-term experiences of VUIs as well.

7 CONCLUSION
This work has focused on the core problem of discoverability in
VUIs, which is largely due to the ephemeral nature of speech and
particularly impedes the use of VUIs when encountered for the
first time. To analyse the effects of discoverability for initial use,
we designed and conducted a Wizard of Oz study in which partici-
pants order food for delivery through a VUI that implements two
discoverability strategies from prior work. In the ‘automatic’ strat-
egy users are provided with help messages on which options are
available each time, whereas in the ‘requested’ strategy users have
to ask “What Can I Say?” to request help. We examine the effects of
these strategies on task metrics (task time, errors, turns, completed
stages) and perceived usability (SUS scores). The analyses we pre-
sented show that discoverability strategies have significant effects
on all the measures we collected, outperforming the baseline con-
dition every time. Our results lend strong support to those wishing
to implement discoverability strategies to improve the initial user
experience of VUIs.

However, concerning the question as to which discoverability
strategy we would recommend, we can merely point out the trade-
offs between the two approaches, in the absence of meaningful
statistically significant differences. In the automatic strategy users
have to listen to the available options every time, making the ex-
perience perhaps feel more lengthy than it should. Participants
responses in the feedback sessions suggested that especially for
more frequent use, users would prefer to request help on demand.
In the ‘What Can I Say? strategy, users need to take more turns
with the VUI, and while this may make for even longer interactions
overall, that will probably level out over time as users build up
experience. To conclude, while more research is needed to deter-
mine the effectiveness of different discoverability strategies, what
our findings do support is that designers should consider adaptive
strategies that take into account that the need for discoverability
support changes over time as users learn how to use the VUI and
become more experienced.
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